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Abstract 
The use of predictive artificial intelligence in combating terrorist crimes often has a 
detrimental impact on human rights and creates suspicions of "pre-crime" 
punishment and surveillance. However, the regular use of new capabilities may 
increase the ability of governments to protect citizens' right to life, while improving 
adherence to principles that protect other human rights, such as transparency, 
proportionality, and freedom from unfair discrimination. This same regulatory 
framework can also help protect against the broader misuse of related technologies. 
The research method of this article is theoretical and library data collection tool, and 
the data analysis method is descriptive-analytical; Based on the findings and results 
of the research, it indicates that most countries focus on preventing terrorist attacks 
instead of reacting to terrorist attacks. Therefore, prediction is effective in fighting 
terrorist crimes. AI allows higher volumes of data to be analyzed and may perceive 
patterns in this data that, for reasons of volume and dimension, would otherwise be 
beyond the capacity of human interpretation. The effect of this is that traditional 
methods of investigation that depart from known suspects may be supplemented by 
methods that analyze the activity of a large portion of the entire population to 
identify previously unknown threats. 
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 چکیده
معمولاً تأثیر مخربی بر حقوق بشر دارد و جرایم تروریستی در مقابله با  کنندهبینیاستفاده از هوش مصنوعی پیش

های جدید ممکن است حال، استفاده منظم از قابلیت این با. کندایجاد می« قبل از جنایت»شبهاتی از مجازات و نظارت 
حال پایبندی به اصولی را ها را برای حمایت از حقوق شهروندان برای زندگی افزایش دهد و درعینهای دولتتوانایی

همین . ناعادلانه است، بهبود بخشدکه برای حمایت از سایر حقوق بشر ازجمله شفافیت، تناسب و آزادی از تبعیض 
. های مرتبط کمک کندتر از فناوریتواند به محافظت در برابر سوءاستفاده گستردهچارچوب نظارتی همچنین می

صورت  داده بهتجزیه و تحلیل ای بوده و روش آوری داده کتابخانهروش پژوهش این مقاله از نوع نظری و ابزار جمع
بیشتر کشورها به جای واکنش  ها و نتایج پژوهش حاکی از این است کهاساس یافتهشد؛ که برباـ تحلیلی می توصیفی

جرایم بینی در مبارزه با ترتیب، پیش این به. کنندبه حملات تروریستی، بر پیشگیری از حملات تروریستی تمرکز می
شود و ممکن است تجزیه و تحلیل ها دهد تا حجم بالاتری از دادههوش مصنوعی اجازه می. مؤثر استتروریستی 

ها درک کند که به دلایل حجم و ابعاد، در غیر این صورت فراتر از ظرفیت تفسیر انسانی الگوهایی را در این داده
شوند، ممکن است با های سنتی تحقیقات که از مظنونین شناخته شده خارج میتأثیر این امر این است که روش. است
 و ه فعالیت بخش وسیعی از کل جمعیت را برای شناسایی تهدیدهای ناشناخته قبلی تجزیههایی تکمیل شوند کروش

 .کنندتحلیل می

 هوش مصنوعی، جرایم تروریستی، پلیس، کرامت انسانی، حقوق بشر واژه:کلید

 اسلامی زیستی اخلاق المللیبین انجمن ایران اسلامی جمهوری بشر حقوق ستاد انسانی کرامت المللیبین اندیشکده
 حقوق بشر اسلامیمجله
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 مقدمه
های عمومی نقض حریم خصوصی مرتبط با تجزیه و تحلیل خودکار انواع خاصی از داده

انجام در اصل اشتباه نیست، اما تجزیه و تحلیل باید در چارچوب قانونی و سیاستی قوی 
های معقولی را برای مداخلات ایجاد کند. در آینده، شود که براساس نتایج آن، محدودیت

های عمومی، تنظیم مستقیم نحوه استفاده های کمتر مزاحم دادهتر به جنبهدسترسی گسترده
و تحمیل تدابیر فنی « های بازیگران بخش خصوصیازجمله نظارت بر فعالیت»ها از آن داده

ی ممکن است هم عملکرد عملیاتی و هم انطباق با قانون حقوق بشر مهم است که و نظارت
ای انجام شود که به تأثیر آن بر سایر حقوق مانند آزادی بیان گونههرگونه چنین اقداماتی به

 و آزادی تشکل و اجتماع حساس باشد.

ی سیاست ضد تروریستی بین حفظ امنیت یک جمعیت و احترام به حقوق فردی برا
هایی مانند آزادی بیان، انجمن و مذهب تعادل ایجاد حفظ حریم خصوصی و آزادی

ها تواند اجرای این سیاست(. تحولات جدید فناوری میBrokenshire, 2013: 1کند )می
را با وادار کردن مقامات به بررسی مجدد نحوه مبارزه با جرایم تروریستی به چالش بکشد. 

ها یکی از این فناوری (. هوش مصنوعیCornish, 2010: 888شود )اقدامات انجام می
تواند از نظر تئوری به دهد که چگونه هوش مصنوعی میاست. این مقاله توضیح می

عملیات ضد تروریستی کمک کند و همچنین برخی از مناطقی که قبلاً از آن استفاده 
ین اهداف را ارائه شود. برخی از مشکلات استفاده فعلی از هوش مصنوعی برای امی
کند. همچنین های عملی و پیامدهای حقوق بشر را بررسی میکند و محدودیتمی

عنوان بخشی از ها و خطرات ناشی از افزایش استفاده از هوش مصنوعی را بهفرصت
دهد این موضوع نشان می. گیردها در نظر میهای ضد جرایم تروریستی توسط دولتفعالیت

وش مصنوعی در مبارزه با جرایم تروریستی ذاتاً اشتباه نیست و برخی از که استفاده از ه
عنوان بخشی از رویکرد شرایط لازم برای استفاده مشروع از هوش مصنوعی را به

کننده برای مقابله با جرایم تروریستی از سوی کشورهای لیبرال دموکرات پیشنهاد بینیپیش
های دقیق بینیرزه با جرایم تروریستی بر ایجاد پیشاستفاده از هوش مصنوعی در مبا. کندمی

هوش . کندمتمرکز است که به هدایت منابع برای مقابله با جرایم تروریستی کمک می
کننده همچنین ممکن است نفوذ غیرضروری به اکثریت جمعیت را به بینیمصنوعی پیش

آوری، جمع ر عصری کهد. گیری کاهش دهدحداقل برساند و تعصبات انسانی را در تصمیم
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ها و فعالیتهای افشاگرانه در مقیاس بزرگ در مورد ذخیره و تجزیه و تحلیل داده
ای طور فزایندهبینی ممکن است بههای پیششود، روشتر میهای فردی افراد آسانانجمن

لاً طور دقیق توجه را به مناطق یا افرادی که احتمااهمیت پیدا کنند، جایی که بتوانند به
تر تهدیدکننده هستند، هدایت کنند؛ و کاهش تعداد شهروندانی که تحت نظارت تهاجمی

توانند ها میالگوریتم. ای در ارتباط با هوش مصنوعی وجود داردخطرات شناخته شده. هستند
(، Osoba and Welser, 2017: 1شده خود را نشان دهند )های ذاتی یا آموختهسوگیری

هایی که به آنها پذیر باشند و ذاتاً توسط دادههای متخاصم آسیبممکن است در محیط
های تجزیه و تحلیل خودکار که ذاتاً برای انسان شوند. سیستمدسترسی دارند محدود می

غیرقابل درک هستند. فقدان تدابیر کافی در مورد استفاده از هوش مصنوعی و مخازن 
تنها منجر به سوءاستفاده از آن توسط تواند نهکند، میهایی که بر آن تکیه میوسیع داده

خواهانه شود. کنترل بر شهروندان خود، بلکه منظور تحمیل تمامیتهای استبدادی به دولت
از حد حقوقی مانند حریم خصوصی و آزادی بیان یا تشکل در کشورهای  به نقض بیش
 دموکراتیک.

ی بر هوش مصنوعی برای مقاصد بینی دقیق مبتنهای پیشمفهوم استفاده از فناوری
در نظر گرفتن احتمالات . پذیر استضد جرایم تروریستی، حدس و گمان است اما امکان

های چنین رویکردی و چگونگی تنظیم این حوزه نوپا از قبل مفید است و هزینه
(Monaco, 2017: 25) .توان از هوش مصنوعی برای دفع لذا یکی از اقداماتی که می

افزارهای هوش ها به نرماز طریق ارائه داده« بینی رفتار افرادپیش»کرد،  ستفادهتروریسم ا
مصنوعی است تا با تحلیل اطلاعات افراد که برگرفته از فضای مجازی و حقیقی است، 

بینی نماید و از پیشروی بتواند رفتارهای احتمالی آنها در راستای اعمال تروریستی را پیش
های ها و کشف روابط شاخهگیریکنترل ارتباط . همچنان کهبیشتر آن جلوگیری کند

ها در اعمال تواند نقشه تروریستشبکه تروریستی در فضاهای ارتباطی مجازی است که می
 جنایی خنثی کرد.

 

 ها و تحولات فنی در مقابله با جرایم تروریستی. نقش فناوری1
یکی بازدارندگی است: از طریق دو راه برای مقابله با جرایم تروریستی وجود دارد. 

های امنیتی و وعده مجازات. مورد دیگر سلب ها، اعمال بررسیحفاظت از زیرساخت
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های آنها، ها قبل از به ثمر نشستن توطئهتوانایی انجام حملات است: با دستگیری تروریست
ای های آینده و ایجاد محدودیت برمقابله با عضوگیری و رادیکالیزه کردن تروریست

طور های مشترک هستند. بهها دارای ویژگیحرکت و آزادی افراد. بسیاری از این روش
کنند و تا حدودی حقوق افرادی را خاص، آنها مطالباتی را برای منابع کمیاب مطرح می

از حد یا خودسرانه حقوق، به  گذارند. نقض بیششود، زیر پا میکه به آنها اعمال می
ها کند و با انجام این کار، پیروزی را به تروریستی خیانت میاصول لیبرال دموکراس

گرایی و همچنین رو، براساس عمل(. ازاینRichardson, 2006: 250کند )واگذار می
سازی توصیف عنوان یک مشکل بهینهتوان بهاصل، مبارزه با جرایم تروریستی مؤثر را می

برای اکثریت شهروندان با حداقل نقض سازی است. تأمین امنیت کرد که هدف آن بهینه
ها. برای رسیدن به این نقطه بهینه، پیشگیری مؤثر از جرایم تروریستی از حقوق و آزادی

برد که شناخت موقعیت حملات یا رفتارهای مرتبط با آنها را بهبود هایی بهره میروش
تا تأثیر آن را بر کل دهد کارگیری اقدامات پیشگیرانه اجازه میبینی در بهپیش. بخشدمی

بینی مؤثر ممکن است این تأثیر را داشته باشد که جمعیت به حداقل برساند. برای مثال، پیش
که شوند، در حالی های اجباری مواجه میهای خشن با زور یا محدودیتفقط تروریست
د. در شوگرایی هدایت میپذیر در برابر افراطجویانه به سمت افراد آسیباقدامات آشتی

ای برای عنوان وسیلهتواند بهبینی میمورد بازدارندگی از طریق حفاظت فیزیکی، پیش
 هایی که احتمالاً هدف هستند، عمل کند.بهبود تخصیص منابع به مکان

های هوش هدف فناوری»طبق اعلام شورای مهندسی و علوم فیزیک و تحقیقات 
های محاسباتی( است که اگر ها )در سیستمتواناییمصنوعی بازتولید یا پیشی گرفتن از 

. اینها عبارتند از: یادگیری و سازگاری. نیاز دارند« هوش»ها آنها را انجام دهند به انسان
ها و پارامترها؛ خودمختاری؛ سازی رویهریزی؛ بهینهدرک حسی و تعامل؛ استدلال و برنامه
.« های دیجیتالی بزرگ و متنوعدادهانگاری از خلاقیت؛ و استخراج دانش و آینده

(Engineering and Physical Science and Research Council, 2018: 1 امروزه )
ترین مندی از بهترین و جدیدبسیاری از نیروهای انتظامی کشورهای مختلف در حال بهره

های روز دنیا در عرصه کنترل و پیشگیری و همچنین حفظ حقوق شهروندی و فناوری
ها ازجمله امنیت مالی، جانی، غذایی، سلامت، حفظ امنیت داخلی در تمامی زیرمجموعه

 باشند.بهداشتی و ... می
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های فکری افراد تروریست را تحت تأثیر قرار داد و تواند ریشهاز اقداماتی که می
 درنتیجه از اقدامات تروریستی از ابتدا جلوگیری کند، شناسایی و کنترل افراد از طریق

ها از فضای مجازی آنهاست تا با تحلیل این اطلاعات بتواند آوری هوشمند دادهجمع
های فکری مرتبط با این اقدامات را شناسایی و در جهت اصلاح و تعدیل اندیشه آنان شاخه

 صورت هوشمند اقدام نماید. به
 

 های کاربست هوش مصنوعی در نیروهای پلیسجلوه. 2
های مهم و کاربردی استفاده ده از هوش مصنوعی در حوزههای استفایکی از دامنه

های مختلف است ها و حوزههای نظامی ـ انتظامی از هوش مصنوعی در عرصهنیروی
صورت که این فناوری ضمن شناسایی و کشف جرم، توانسته است الگوهای وقوع بدین

های افراد با زمینهطور جرم و الگوهای پیشگیری از وقوع جرم را نیز ترسیم کند. همین
ذهنی و بیولوژیکی که نسبت به سایر افراد بیشتر امکان انجام اعمال مجرمانه را دارند و 

توانند بیشتر از بقیه کاندیدای قربانی شدن باشند را شناسایی کند و همچنین افرادی که می
انجام دهد. های بسیار مؤثری را در جهت مقابله با وقوع جرم و پیشگیری از وقوع جرم گام

شود، درنهایت منجر به افزایش کارگیری این فناوری انجام میها که با بههمه این فرآیند
شود و امنیت شهروندان را تأمین و امنیت و کاهش میزان جرم و جنایت در سطح کشور می

کند. موضوع هوشمندی و استفاده از هوش مصنوعی حقوق شهروندی آنها را تضمین می
گونه ناهنجاری، های وسیعی دارد که این حوزه شامل همهامنیت، حوزه و بخش در انتظام و

ترین تا بالاترین حد است. امروزه هوش مصنوعی شکنی و عملیات مجرمانه از پایینقانون
های مشابه را فراهم برداریشویی و سایر کلاهدر پلیس امکان کشف جرایم مرتبط با پول

ز هوش مصنوعی در پلیس، هوش مصنوعی باید توسط سایر کند. علاوه بر استفاده امی
طور توان از آن برای شناسایی کالاهایی که بهها برای کشف جرم استفاده شود. میسازمان

شناسی در نحوه کارگیری هوش مصنوعی در جرمشوند استفاده کرد. بهغیرقانونی حمل می
یت کشور و مبارزه با تروریسم، های حفظ امنگیری برای برنامهعملکرد پلیس و تصمیم

های آتی مجرمان بینی جرایم احتمالی و رفتارضروری و مهم خواهد بود. البته پیش
خطرناک، صرفاً در جهت پیشگیری از وقوع جرم خواهد بود و دستگیری و مجازات افراد، 
پیش از آنکه مرتکب جرمی شوند، براساس قوانین حقوق کیفری کشور مورد منع جدی 
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تواند در بینی رفتار افراد میهای پیشر گرفته است. همچنین استفاده از الگوریتمقرا
ها که براساس گیری مقامات قضایی نقش کارآمدی داشته باشد. این الگوریتمتصمیم

توانند درجه خطرناکی فرد را اعتبارسنجی و کنند، میالگوهای ارزیابی خطر عمل می
تواند در جهت اعمال کارهای بینی رفتار مجرمان، مییشارزیابی کنند. هوش مصنوعی با پ

مندی از ارفاقی مانند آزادی مشروط، تعلیق و غیره بسیار نقش کارآمدی ایفا کند. بهره
های تأمین کیفری که بر مبنای درجه خطرناکی متهم و هوش مصنوعی همچنین از قرار

 تضمین حضور او در دادرسی است، کاربرد خواهد داشت. 
های جامعه ازجمله پلیس و بسیاری از ادارات پلیس هستند که از حال حاضر بخش در

های مشکوک استفاده بینی و شناسایی افراد و مکانبرای کمک به پیش هوش مصنوعی
شود. در ونقل. استفاده میهای بهداشتی، بیمه، تجارت و حملطورکه مراقبتکند. همانمی

ممکن است به معنای استفاده رو به  «هوش مصنوعی»ح نیروهای نظامی ـ انتظامی، اصطلا
های کاربردی بهترین باشد است. هوش مصنوعی در حال حاضر یک عامل رشد از فناوری

تواند مزایای واقعی ها، میمهم است. کاری که با افزایش کارایی و ارائه بینش از کلان داده
توان از هوش کند. همچنین می را برای پلیس در مقابله با جرایم و اجرای آن فراهم

مصنوعی در زمینه قانون و پزشکی، کشاورزی و ارتباطات و نیروهای پلیس را مدرن کنیم 
(E. Joh, 2014: 6البته نیروی .)های مختلفی وظایف امنیتی و انتظامی های پلیس در حوزه

ازجمله امنیت ها های قاطع را بر عهده دارد. در بسیاری از حوزهو پیشگیرانه و برخورد
شود که ها را شامل میداخلی و خارجی امنیت داخلی طیف وسیعی از زیرمجموعه

گذاری گرفته تا حوزه غذایی و حوزه سلامت. به عبارتی اند از: جانی، مالی، سرمایهعبارت
تواند اقدامات بسیار مؤثری را در زمینه با استفاده از هوش مصنوعی در این عرصه می

 ف جرم و تعقیب مجرمان و مبارزه در جرایم تروریستی انجام داد.پیشگیری و کش
 

 کاربردها و سازوکارهای عملی در مقابله با جرایم تروریستی. 3

تواند تأثیر عمیقی بر جامعه می در فرآیند مقابله با جرایم تروریستی برخط، هوش مصنوعی
ته تا خدمات مالی و های بهداشتی، کشاورزی و صنعت گرفما داشته باشد، از مراقبت

ها نویدبخش هستند، بدون خطر نیستند و برخی از آنها آموزش در حالی که این فناوری
توانند برای اهداف مخرب مورد استفاده قرار می. آنها کننداضطراب و حتی ترس را القا می
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یشتر هوش مصنوعی این دوگانگی را شاید ب. گیرند یا پیامدهای منفی ناخواسته داشته باشند
ها تواند در بسیاری از بخشدر حالی که می. دهداز هر فناوری نوظهور امروزی تجسم می

های مندی از حقوق بشر و آزادیپیشرفت کند، اما این پتانسیل را نیز دارد که مانع بهره
بنابراین،  ویژه حقوق حریم خصوصی، آزادی اندیشه و بیان و عدم تبعیض شود؛اساسی ـ به
های مجهز به هوش مصنوعی باید همیشه با تشاف در مورد استفاده از فناوریهرگونه اک

در این زمینه، بسیاری از . هایی برای جلوگیری از نقض بالقوه حقوق بشر همراه باشدتلاش
های جامعه مدنی را مشاهده ای، مقامات ملی و سازمانالمللی و منطقههای بینسازمان

های اخلاقی در مورد استفاده از با هدف ایجاد دستورالعمل هاییایم که بر روی طرحکرده
 کنند.های اولیه قانونی کار میهوش مصنوعی و همچنین ظهور چارچوب

، کشورهای عضو 0در استراتژی جهانی مبارزه با جرایم تروریستی سازمان ملل متحد
ت سایر تعهدات تصمیم گرفتند با توجه به محرمانه بودن، احترام به حقوق بشر و با رعای

هماهنگ . هایی را بررسی کنندالمللی، با سازمان ملل همکاری کنند تا راهتحت قوانین بین
ای برای مبارزه با جرایم تروریستی در همه المللی و منطقهها در سطوح بینکردن تلاش

گسترش  عنوان ابزاری برای مقابله بااشکال و مظاهر آن در اینترنت و استفاده از اینترنت به
دهد که کشورهای عضو ممکن است حال، استراتژی تشخیص میدرعین. جرایم تروریستی

با توجه به تهدید جرایم تروریستی، نرخ . برای انجام این تعهدات به کمک نیاز داشته باشند
پذیر و آنلاین در جنوب آسیا و رو به رشد دیجیتالی شدن و رشد جمعیت جوان، آسیب

های مجری قانون و ضد جرایم هایی را به آژانساین گزارش راهنماییجنوب شرق آسیا، 
استفاده از . دهدتروریستی در جنوب آسیا و جنوب شرق آسیا در مورد پتانسیل ارائه می

هوش مصنوعی برای مقابله با جرایم تروریستی آنلاین و همچنین در مورد بسیاری از 
ر نظر بگیرند و در صورت تمایل به انجام های حقوق بشر، فنی و سیاسی که باید دچالش

 2آن رسیدگی کنند.
های اطلاعاتی و های سرویسها برای پشتیبانی از فعالیتتجزیه و تحلیل خودکار داده

ها مظنونان تروریستی را شود. الگوریتمها استفاده میویژه از طریق تجسم دادهامنیتی، به

                                                      
0. United Nations Global Counter-Terrorism Strategy (A/RES/60/288) 

2. https://unicri.it/News/-Countering-Terrorism-Online-with-Artificial-Intelligence 
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طور معمول خطر مسافران سفر هوایی ( و بهAnderson, 2017: 38کنند. )بندی میاولویت
آوری و فرض جمعطور پیشتوان به( اطلاعات را میElias, 2014: 1کنند. )را ارزیابی می

های تروریستی یا ذخیره کرد بعداً با هدف آشکار کردن الگوها و پیوندهایی که شبکه
( Akhgar et al, 2015: 4کنند، تجزیه و تحلیل شود. )های مشکوک را افشا میفعالیت

دسترس در رویکردهای یادگیری ماشینی امکان تفسیر و تجزیه و تحلیل الگوهای غیرقابل 
( این Van Puyvelde et al, 2017: 1398) .کنندها را فراهم میمقادیر زیادی از داده

رویکردها ممکن است شامل فیلتر کردن، تجزیه و تحلیل روابط بین موجودات، یا 
های امنیتی های اطلاعاتی و سرویسسازمان .تر تشخیص تصویر یا صداای پیچیدهابزاره

پی  کنند تا به آنها را تشخیص داده و تلاش میبینی دادهتنها کسانی نیستند که ارزش پیش
 .ها به مقامات غیرنظامی )مانند پلیس( بوده استها و قابلیتنتیجه واگذاری روش .ببرند

(Galdon Clavell, 2016: 91تجزیه و تحلیل شبکه ) های اجتماعی باندهای شهری
(Gunnell, 2016: 6( سیستم هشدار در سطح شهر ،)Levine, 2017: 75پیش ،) بینی محل

بینی هستند. هایی از پیشگیری بازداشت همگی نمونههای تصمیموقوع جرم و کمک
استفاده است و روریستی قابلابزارهای مبتنی بر هوش مصنوعی که برای مبارزه با جرایم ت

 .شودهای مجری قانون استفاده میدر حال حاضر توسط سازمان
در مورد مبارزه با جرایم تروریستی، رویکردهای تحقیقی که قبل از وقوع حمله به کار 

طورکلی، این شود. بههای اطلاعاتی و امنیتی انجام میطور سنتی توسط سرویسرود، بهمی
های نیمه کشف شده یا مظنونان شناخته شده ی کار کردن از توطئهرویکردها بر رو

های تر به سازمانهای درگیر یا شناسایی پیوندهایی که عمیقمنظور یافتن سایر طرفبه
های مربوط به یک فرد شوند تمرکز دارند. اعطای دسترسی به دادهتروریستی منجر می

ا چند تحقیق موجود متمایز از این و خاص مشروط به داشتن آنهاست. پیوندی به یک ی
های معمول قبول است، تجزیه و تحلیل فعالیتهای هوش مصنوعی قابلاخیراً با پیشرفت

ها از طریق تشخیص بینی رویدادهای تروریستی، یا شناسایی تروریستهمه افراد برای پیش
عات آنچه در فعالیت یک زیرگروه خاص متمایز است، است. حجم وسیعی از اطلا

توان شود به این معنی است که میدیجیتالی که اکنون توسط یک فرد معمولی تولید می
های معمول را از طریق تجزیه و تحلیل درک کرد. منابع شامل ابر بیشتر این فعالیت

های ارتباطات و سوابق اتصال به اینترنت است، اما به ردیابی مکان و فعالیت، خریدها و داده
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یابد. بسیاری از این اطلاعات در دست های اجتماعی نیز گسترش میفعالیت رسانه
برداری از آن های اطلاعاتی و امنیتی نیست، به این معنی که عواملی که در بهرهسرویس

 دخالت دارند، متنوع هستند.
های فوری برای سؤالات پیچیده ارائه دهد، حلانتظار اینکه هوش مصنوعی راه

های متعددی از هوش مصنوعی وجود دارد که طور خلاصه، نمونهبهبینانه نیست. واقع
کند. اغلب، توانایی بینی میهایی از جرایم تروریستی را پیشجرایم تروریستی یا جنبه

ها توسعه ابزارهای هوش مصنوعی برای این منظور در اختیار کسانی است که به داده
دهند، نگهبان آن هستند. در جایی که یواسطه خدماتی که ارائه مدسترسی دارند یا به 
های کننده برای نیروهای پلیس و سایر مقامات )مانند سازمانبینیهوش مصنوعی پیش

شود. با فرض ادامه افزار واگذار میمجری مرز( مفید است، توسعه آن اغلب به صنعت نرم
ری برای به دست روند دیجیتالی شدن و بهبود عملکرد هوش مصنوعی، در آینده زمینه بیشت

های دقیق درباره جرایم تروریستی از هوش مصنوعی وجود خواهد داشت بینیآوردن پیش
 .یابدو احتمالاً جذب آن برای استفاده ضد جرایم تروریستی افزایش می

 

 هوش مصنوعی و ملاحظات حقوق بشری آن. 4
های ارتباطی، فرادادهتواند برای شناخت آینده جرایم تروریستی براساس هوش مصنوعی می
های مرور اینترنت و همچنین اطلاعات های مالی، الگوهای سفر و فعالیتاطلاعات تراکنش

پتانسیل جلوگیری از . های اجتماعی استفاده شوددر دسترس عموم مانند فعالیت رسانه
 برای. ای برای افزایش استفاده از این فناوری باشدحملات تروریستی ممکن است انگیزه

، یک بررسی بهبود عملیاتی بریتانیا که پس از چهار حمله تروریستی 2102مثال، در سال 
های ها برای شناسایی فعالیتبرداری از دادهبهره»تکمیل شد، خواستار تغییر گامی در توانایی 

. با توجه به هر دو موضوع مورد علاقه که قبلاً برای امنیت شناخته شده بود، شد« کنندهنگران
ها در رابطه با استفاده از دمات و آنهایی که برای آنها ناشناخته است. تعدادی از چالشخ

کننده در مقابله با جرایم تروریستی وجود دارد یا در حال بروز بینیهوش مصنوعی پیش
 است. کاربرد آن باید به دو نوع نگرانی پاسخ دهد: ملاحظات حقوق بشر؛ و مفاهیم عملی.
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در مورد حق  0ارش دفتر کمیساریای عالی حقوق بشر سازمان ملل، گز2104در سال 
هایی از نظارت دیجیتالی حفظ حریم خصوصی در عصر دیجیتال مشاهده کرد که نمونه

یافته  های دولتی، افزایشهای قضایی در سراسر جهان، با تودهآشکار و پنهان در حوزه
. شودقدام استثنایی ظاهر میجای یک اعنوان یک عادت خطرناک به نظارت به. است

دهد که های اخیر در تجزیه و تحلیل ویدیو و پردازش زبان طبیعی نشان میپیشرفت
 .کنندپذیر میتر امکانهای بالقوه پایینهای آینده احتمالاً این امر را با هزینهفناوری

 شود که ممکن استعنوان فناوری شناخته میای بهطور گستردههوش مصنوعی به
توجهی را به همراه حال خطرات قابل  مزایای بزرگی را به همراه داشته باشد و در عین

های متعددی که منابعی را برای کاوش در این موارد اختصاص داشته باشد، با سازمان
های اخیر و چند نویسنده در مورد استفاده مخرب هوش دهند. یکی از گزارشمی

سیاسی، ازجمله سناریوی آینده احتمالی یک سیستم مصنوعی، تأثیر آن را بر آزادی 
که برای جلوگیری از تهدیدها قبل از به ثمر نشستن آنها « اختلال مدنی»کننده بینیپیش

های اطلاعاتی و ها، چه توسط سرویسدر مورد استفاده از این فناوری. طراحی شده است
 رسیم شود.خطی باید تامنیتی، چه مجریان قانون یا بخش خصوصی، خط

های مورد بحث در اعلامیه جهانی حقوق بشر تشریح شده و برخی از حقوق و آزادی
ادغام شده است. این سند از  2المللی حقوق مدنی و سیاسیدر معاهداتی مانند میثاق بین

کند. قطعنامه حقوق حریم خصوصی، آزادی اندیشه و مذهب، بیان و انجمن حمایت می
 3متحد در مورد حق حفظ حریم خصوصی در عصر دیجیتال مجمع عمومی سازمان ملل

های آنها با گذارد که اطمینان حاصل کنند که فعالیتها را میاین قطعنامه وظیفه دولت
یا « خودسرانه»المللی مطابقت دارد، اما تفاسیر متفاوت از مفاهیمی مانند دخالت قوانین بین

عنوان یک ن معنی است که این قطعنامه بهدر حریم خصوصی افراد به ای« غیرقانونی»حتی 
ای حمایت از حقوق به تقویت این امر آور نسبتاً ضعیف است. معاهدات منطقههنجار الزام

های فراملی را ویژه در مواردی که صلاحیت دادگاهکند، بهها کمک میدر برخی زمینه

                                                      
0. Office of the United Nations High Commissioner for Human Rights (OHCHR) 

2. International Covenant on Civil and Political Rights (ICCPR) 

3. The right to privacy in the digital age: resolution/adopted by the General Assembly 15 

September 2021. 
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ارای اختیارات های دهایی که تحت صلاحیت دادگاهجدای از حوزه 0کند.تضمین می
هایی در برابر سوء استفاده از هوش مصنوعی و مخازن وسیع فراملی قرار دارند، کنترل

کند در سطح ایالتی وجود دارد. در سراسر جهان در مورد هایی که بر آن تکیه میداده
قبول از هوش مصنوعی، هم از نظر روش و هم هدف، تنوع زیادی وجود  استفاده قابل

مثال، گزارش شده است که چین از فناوری تشخیص چهره و تجزیه و تحلیل  انعنودارد. به
کند، برای اهداف مختلفی که شامل سابقه استفاده میرفتاری ویدیویی در مقیاسی بی

شناسایی جایوکرها و دستگیری مجرمان تحت تعقیب در رویدادهای عمومی است. 
تنهایی که استفاده از هوش مصنوعی های داخلی به آوری و نگهداری انبوه دادهجمع
کننده احتمالاً مشروط به برخی از اشکال آن است، همچنان یک نقطه بحث داغ بینیپیش

های معلق مختلفی وجود دارد پرونده 2مثال، در دادگاه اروپایی حقوق بشرعنوان است. به
ود، نگهداری و کند کشورهایی ازجمله آلمان، سوئد و بریتانیا از طریق شنکه ادعا می

ها کنند. ایالترا نقض می 3های انبوه، کنوانسیون اروپایی حقوق بشراستفاده از داده
ها سلب از اختیارات نگهداری داده  4همچنین در احکام دیوان دادگستری اتحادیه اروپا

و  ها، دادگاه دیوان عدالت اداری علیه قانون حفظ داده2106اند. برای مثال، در دسامبر شده
حکم داد و بیان کرد که این قانون نتوانست حقوق  2104اختیارات تحقیقی بریتانیا در سال 

های قانونی برای چالش 5اساسی تضمین شده توسط منشور اتحادیه اروپا را برآورده کند.
ـ در حال حاضر در جریان است و  2106قانون جایگزین ـ قانون اختیارات تحقیق 

ادگاه عالی داخلی تأیید شده است که منجر به اصلاح این قانون اعتراضات اولیه توسط د
 .شده است

                                                      
به تصویب رسید، کنوانسیون آمریکایی حقوق بشر، کـه   0953نوانسیون اروپایی حقوق بشر، که در سال به: ک .ک.ر .0

 .به تصویب رسید 0986به تصویب رسید و منشور آفریقایی در مورد انسان و مردم حقوق، در سال 0928در سال 

2. European Court of Human Rights (ECHR) 

3. European Convention on Human Rights 

4. Court of Justice of the European Union (CJEU) 

5. Court of Justice of the European Union (2016), Tele2 Sverige AB v. Post- och telestyrelsen 

and Secretary of State for the Home Department (United Kingdom of Great Britain and 

Northern Ireland) v. Tom Watson and Others, Judgement of the Court (Grand Chamber), 21 

December 2016 In Joined Cases C-203/15 and C-698/15, https://eur-lex.europa.eu/legal-

content/EN/SUM/?uri=CELEX%3A62015CJ0203 
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های شهروندان ناشی از عصر اطلاعات آوری و ذخیره دادهقدرت دسترسی، جمع
ها و شهروندان باشد و خواستار تجدید نظر دهنده تغییر در روابط بین دولتتواند نشانمی

های حیاتی برای صوصی، بلکه از دیگر آزادیتنها از حریم خشده نهدر اقدامات طراحی
های بعدی عصر دیجیتال، مانند توانایی عملکرد دموکراتیک است. پیشرفت

. کندها، این الزام را تکرار میهای بزرگی از تجزیه و تحلیل آن دادهخودکارسازی بخش
دموکراتیک و اقتدارگرا های محدود کردن این اختیارات، باید بتوان بین دولت در استفاده و

 شد. تمایز قائل
های متعلق به عموم مردم برای کننده بر تجزیه و تحلیل دادهبینیهوش مصنوعی پیش

بینی تشخیص رفتارهای مشکوک از عادی یا تشخیص روندهایی که ممکن است به پیش
تحلیل های مورد تجزیه و اتفاق دادهاکثریت قریب به . کندحملات کمک کند، تکیه می

 های اطلاعاتی نیستند.شود که مورد علاقه سرویستوسط افرادی تولید می
های خاص نگرانی مرتبط با فناوری هوش مصنوعی به همین دلیل، یکی از حوزه

شود و کننده این است که یک اقدام نظارتی است که برای کل جمعیت اعمال میبینیپیش
های کند. این همچنین یکی از کانوننامتناسب می تمایز و درنتیجه ذاتاًاین امر آن را بی
که ها بوده است. درحالیهای انبوه ایالتآوری و تحلیل دادههای جمعاعتراض به برنامه

هایی مستقیماً با استفاده از هوش مصنوعی مرتبط نیستند، استفاده از هوش چنین برنامه
آوری و ریستی احتمالاً بر توانایی جمعکننده برای مقابله با جرایم تروبینیمصنوعی پیش

آوری و تجزیه و تحلیل حتی جمع. ها به صورت انبوه متکی استتجزیه و تحلیل داده
تواند تداخل قابل توجهی در حریم خصوصی ظاهر غیر حساس هنوز هم میهای به داده

خصوصی مجمع عمومی سازمان ملل متحد در مورد حق حریم  68/062ایجاد کند. قطعنامه 
عنوان یک را به« های شخصیآوری غیرقانونی یا خودسرانه دادهجمع»در عصر دیجیتال، 
حق حفظ حریم خصوصی و »تواند کند که میجویانه توصیف میاقدام بسیار مداخله

را نقض کند و ممکن است در تضاد با اصول باشد. از یک جامعه « آزادی بیان
توان مدت است که اطلاعات شخصی مهم را میلانیاین به دلیل شناخت طو 0دموکراتیک.

ها تجاوز به حریم ها استنباط کرد و اینکه تجمیع و تجزیه و تحلیل دادهاز این نوع داده

                                                      
، 2103دســامبر  08ع عمـومی در  (، قطعنامـه تصـویب شــده توسـط مجم ــ  2104مجمـع عمـومی ســازمان ملـل متحــد )    .0

 .حق حفظ حریم خصوصی در عصر دیجیتال .68/062
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آوری شده باشند، های مربوطه از منابع باز جمعخصوصی است؛ بنابراین، حتی اگر داده
هایی برای ارزیابی دستورالعملالملل برخی از قوانین حقوق بین. بحث همچنان پابرجاست

دهد. حق ها قابل توجیه است یا خیر، ارائه میاینکه آیا هرگونه نقض حریم خصوصی داده
منشور اتحادیه اروپا محافظت  8طور خاص تحت ماده ها بهحفظ حریم خصوصی داده

کنوانسیون اروپایی حقوق بشر تحت پوشش حق  8طورکلی در ماده شود و همچنین بهمی
 2و دادگاه حقوق بشر اروپا 0حفظ حریم خصوصی است. به همین دلیل، دیوان دادگستری

گانه را اند. برای هر دو نهاد، مداخله باید یک معیار سههر دو احکام مربوطه را صادر کرده
برآورده کند، یعنی تحقق یک هدف مشروع که در چارچوب قانونی انجام شود و شرایط 

رده کند. ضرورت در این زمینه به این معناست که اقدام مناسب ضرورت و تناسب را برآو
است، زیرا دارای علت و معلولی است. ارتباط با هدف سیاست و اینکه با توجه به 

کند؛ که براساس هدف مورد از حد لازم را محدود نمیهای جایگزین، حقوقی بیش گزینه
های دقیق و عینی است؛ و اینکه نظر محدود یا مشمول تمایز است؛ که تابع دستورالعمل

 تدابیر کافی و مؤثر در برابر سوء استفاده وجود دارد.
های انبوه عمدتاً بر قدرت های قانونی و حاکمیتی برای استفاده از دادهچارچوب

ای در ها یا ملاحظات نتیجهها، با توصیف محدودی از نحوه استفاده از دادهدسترسی به داده
صحیح از آنها در برابر سوء استفاده متمرکز است. بدون ارائه جزئیات مورد نحوه حفاظت 

ها به چیزی ها، اثبات ضرورت با پیوند دادن واضح حفظ دادهبیشتر در مورد استفاده از داده
توان نشان داد که هدفی مشروع است، دشوار است. اگر هوش مصنوعی به میزان که می

شود باید مشارکت آن رچوبی که تحت آن استفاده میبیشتری مورد استفاده قرار گیرد، چا
 .را در رسیدن به یک هدف مشروع ثابت کند ـ یا در غیر این صورت تضمین کند

ها کار آوری و فروش دادههای قانونی در جمعها که با محدودیتبرخی از شرکت
توانند آن را ها میاند که همان شرکتکنند، اطلاعات عمومی را به کالایی تبدیل کردهمی

هایی را خریداری ها ممکن است دادههای مجری قانون و امنیتی بفروشند. دولتبه سازمان
های دیگر، مانند شنود کند، اگر نتوانند از راهکنند که به حفظ امنیت آنها کمک می

ها کالای (. دادهCagle, 2016: 6مخابراتی، آنها را به صورت قانونی به دست آورند )

                                                      
0. Court of Justice of the European Union (CJEU) 

2. Homepage of the European Court of Human Rights (HECHR) 
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های خصوصی برای محافظت از حریم ندی هستند، به این معنی که تعهدات شرکتارزشم
که اندازه آنها اصولی نیست. ممکن است به نظر برسد. درحالیخصوصی مشتریان همیشه به 

هایشان های پلتفرمها را از استفاده از دادههای فناوری صراحتاً دولتبرخی از شرکت
رو، مانند. ازاینهای شخص ثالث باقی میدر دسترس شرکت هااند، همین دادهمسدود کرده

گرایی در مورد (. عملLevin, 2016: 9چنین مقرراتی عمدتاً از نظر ارزشی بلاغی هستند )
شود که حریم خصوصی و آزادی کاربران بیشتر در دسترسی به بازارهای بزرگ باعث می

نند. در یک افراط، در نظر کمعرض خطر باشند، از اصول اعلام شده خود صرف
های کشورهایی که کنترل بیشتری از سوی دولت بر صنایع خصوصی وجود دارد، فرصت

ها وجود دارد تا اطلاعات شخصی یا حساس در مورد موضوعات نامحدودی برای دولت
پذیری نسبی در بخش که انعطافآوری و تجزیه و تحلیل کنند. درحالیخود را جمع

از حد به دست  هایی را فراهم کند، سپردن مسئولیت بیشتخصوصی ممکن است فرص
تواند منجر به کسری فزاینده پاسخگویی شود. اگرچه برخی از های تجاری میشرکت
کنند، اما این اقدامات جزئی هستند و سازی تلاش میهای خصوصی برای شفافشرکت

 شوند. به صلاحدید خودشان انجام می
کننده در مقابله با بینیاستفاده از هوش مصنوعی پیش هایعدم شفافیت ذاتی روش

طورکلی، ایجاد شده به های انبوه حفظجرایم تروریستی، یا حتی در استفاده از داده
های عمومی کند. مقررات حفاظت از دادههای قانونی جبران خسارت را دشوار میتضمین

کند ها در جهان، تلاش میاز داده های حفاظتترین رژیم، یکی از گسترده0اتحادیه اروپا
این را با تضمین حق جبران خسارت در مورد هر تصمیم کاملاً خودکاری که گرفته 

توان با تصمیماتی حال، مشخص نیست که آیا این معیار را می شود، متعادل کند. با اینمی
این، شامل  که مستلزم سطح خودسرانه نظارت انسانی است برآورده کرد یا خیر. علاوه بر

 های دولتی است.یک معافیت برای سازمان

های تروریستی به تکامل نسبتاً سریع، شیوع کم جرایم تروریستی و تمایل تاکتیک
های مختلف متعددی در جرایم کند. نقشبینی خوب را دشوار میهای پیشساخت مدل

دارد. این بدان ها وجود های متعددی برای ایفای آن نقشتروریستی وجود دارد و راه

                                                      

0. General Data Protection Regulation (GDPR) 
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های قطعی دخالت یا طرد از جرایم تروریستی معناست که فهرست کردن شاخص
تشخیصی رسد روندهای قابلکه به نظر می (. در حالیBorum, 2015: 80غیرممکن است )

ها در جمعیت ها وجود دارد، تعداد اندک تروریستهای مشترک تروریستدر ویژگی
 دهند.را براساس پروفایل هیچ نشان می ایهای گستردهعمومی، ویژگی

کننده در مقابله با جرایم تروریستی در بینیکه استفاده از هوش مصنوعی پیشازآنجایی
حال ظهور است، فقدان تلاش برای اطمینان از وجود و اجرای استانداردهای اعتبارسنجی 

تری در ور گستردهطکننده بهبینیدرک باشد. اگر هوش مصنوعی پیشممکن است قابل 
بینی های پیشمقابله با جرایم تروریستی در آینده استفاده شود، ناتوانی در اثبات اعتبار مدل

 .تواند شفافیت و اشتراک اطلاعات را تضعیف کندمی

 گیرینتیجه
کننده را در مقابله با جرایم بینیساختارهای فعلی که استفاده از هوش مصنوعی پیش

رسند که در برابر سوءاستفاده محافظت کنند یا کنند، بعید به نظر میمیتروریستی تنظیم 
ها را، هم از نظر عملکرد عملیاتی و هم از نظر بتوانند سودمندترین استفاده از این فناوری

تر برای استفاده از های هماهنگپیگیری تلاش. رعایت اصول حقوق بشر، ممکن کنند
های ضد جرایم تروریستی نیازمند تعهد از نظر عملیاتکننده در بینیهوش مصنوعی پیش

های هوش هایی آماده استفاده ایجاد شود. اگر فناوریتحقیق و آزمایش است تا مدل
ها و تمرکز بینی جرایم تروریستی به بلوغ برسد، دسترسی بیشتر به دادهمصنوعی برای پیش

گری نقض حریم برای میانجیتواند راهی گیرانه ـ میهای سختبیشتر ـ تحت پادمان
در حال حاضر، مقررات خاص استفاده از هوش . خصوصی برای اهداف متناسب ارائه دهد

طور کامل وجود مصنوعی به منظور شناخت مداخله یا خطر جرایم تروریستی جزئی یا به
کنند و ها تمرکز میندارد. در مواردی که محدودیت وجود دارد، اغلب بر دسترسی به داده

تواند توانایی طور متناقض، محدود کردن دسترسی میها. بهنه بر نحوه استفاده از داده
توانند انطباق با شرایط تناسب و عدم های خوب را که در غیر این صورت میتوسعه مدل

تواند تبعیض را بهبود بخشند، محدود کند. دسترسی متمرکزتر با مقررات بهتر می
دفی به صلاحدید هر بازیگر یا آژانسی باشد که بتواند آن را به تر از دسترسی تصامنصفانه

 دست آورد.
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تواند توجیه معتبری برای دسترسی و بینی میهای پیشتوسعه و استفاده از قابلیت
ها قبل از استفاده کاملاً های عمومی باشد، مشروط بر اینکه مدلتر از دادهاستفاده گسترده

طور خودکار انجام شود و اقدامات فنی یه تجزیه و تحلیل بهاعتبارسنجی شوند، مراحل اول
کنترل در آنها انجام شود. مکانی برای جلوگیری از سوءاستفاده دسترسی مستمر به هر داده 

بینی برای اهداف مقابله با جرایم تروریستی باید مشروط به توانایی استخراج ارزش پیش
عنی که تناسب دسترسی مستقیماً با تحقق یک های خاص باشد ـ به این مکافی از آن داده

ها هنگام پیگیری اهداف حیاتی مانند امنیت عمومی از دولت. هدف مشروع مرتبط است
ابزارهای فناوری جدید در اختیار خود استفاده خواهند کرد. این واقعیت که هوش 

عنی است کند به این متر میمصنوعی تهاجم به حریم خصوصی را در مقیاس بسیار آسان
ها همچنان یک نگرانی سیاست عمومی است. این بدان معنا نیست که استفاده از آن فناوری

های لیبرال بینی جرایم تروریستی توسط دموکراسیکه استفاده از هوش مصنوعی برای پیش
بینی خوب مبتنی بر تجزیه و تحلیل های پیشباید خارج از محدودیت باشد. درواقع، قابلیت

های معقول در استفاده تواند بخشی از محدودیتهای کمتر مزاحم میدادهخودکار 
های نامتناسب از اقداماتی باشد که تهدیدات بیشتری برای حریم خصوصی و سایر آزادی

گیری، با توجه به اندازهگیری، با عملکرد قابل کند. یک فرآیند تصمیممرتبط ایجاد می
تر قرار گیرد، ممکن است برای محدود جویانهخلهاینکه چه کسی باید تحت نظارت مدا

های عملی احتمالاً از بین کردن استفاده از نظارت فنی فعال در جایی که محدودیت
هایی را که فناوری جدید برای ها تا چه اندازه قدرترود، کلیدی باشد. اینکه دولتمی

تثبیت نهادهای آنها و قدرت  دهنده میزانکنند، نشانآورد، مدیریت میآنها به ارمغان می
 طورکلی خواهد بود.تعهد آنها به حمایت از حقوق شهروندان به
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